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Revisit EM in GMM Clustering

* Focus on M step!

Expectation step

Decide “0”
For MAP or MLE

Decide latent
variable “Z”

Maximization step
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EM for GMM Clustering; E step

* We already see this!
* Deriving r, = the posterior probability that point i belongs to
cluster k.

p(z; = k|@)p(x;|z; =k, 0)
> w1 P(zi = K0)p(xi|z; = K/, 0)

mp(xilé’,it_”)

S Tep(xi] 00 Y)

Tik = p(zi = k\XiaQ)

* The above term is called responsibility. How does look like?



EM for GMM Clustering; M step

* M step, first, which estimates O or potential output based on
the latent variables

* First, form,:
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* Maximizing the expected complete data log likelihood defined as
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EM for GMM Clustering; M step

* That is, for GMM, the following should be maximized
(g, X)) = Z Z rir log p(x;|0%)
k i

1 _
2 > ik [log [Zk] + (xi — ) T2 (xi — )]

* And it can be easily proved with the above term is
maximized when
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GMM Clustering

e Pseudo-code is shown

Initialize 6

while(until converge)
Estimate r; based on @
Estimate O based onr;;




Imagine a Situation
Where Something Went Wrong

e What do we have to determine?
e Extreme is better!

e Simplified situation is better!

Expectation step

Decide “0”
For MAP or MLE

Decide latent
variable “Z2”

Maximization step



You See Something Wrong

* 0 ={m, 1y, Mo Ky Zg 21}, All should be updated properly

* Let’s simplify the situation for better understanding, 8 = {r,,
Iy, Ky, M4} is to be updated.
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How Should We Update “Portion”?

*,=09andm; =0.1
1 Tk
 More smoothly, (softly,) m = ﬁzm - N

 Where the responsibility is
p(z; = k|O)p(x;|z; =k, 0)
Y1 p(zi = k'0)p(xi|z = k', 0)

Tik = P(Zz' — k‘\Xiaﬁ’) —




Now We Should Update Gaussian!

* Based on what? MLE!
K

Maximize P(xi|0) = Z TPk (X;|@) adjusting 6
k=1

* By how? Formalize it and differentiate it!
We can do it by focusing on each k
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Focusingon k =0

* That is, you should maximize what?
* For myNy(Hy, Z,), find a 8 such that maximizes p(x/0), that is,

1t is already known

1 1 _
Po(x/6) = 1] 1; VI |20/ exp {_ > (x; — W2, 1(xi — W) }

Can you find out log-likelihood term? Is it okay?

o KRN 1 .

0 0(“’0’ O)III 780 A SR _Ez log|Zo| + (x; — W), 1(xi — 1)
Which p, is best? ; // '
/
/

We should consider the responsibility!
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Thus,

* Instead of maximizing the below log likelihood

1 _
— =) loglsl + (x, = )5 (x, — 1)
[
* But maximizing the “expected” log likelihood

. 1 -
e, X)) = ) Z rik [log [Zi| + (xi — pie) " Byt (x5 — py)]



Revisit the Slide

* That is, for GMM, the following should be maximized
(g, X)) = Z Z rir log p(x;|0%)
k i

1 _
= =5 > rik [log [Be] + (xi — pu) "B (xi — )]

* And it can be easily proved with the above term is
maximized when
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What Did you Learn?

e What do we have to decide?
 Which criteria?

* How can you express “your thought” in mathematical term?



